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Question 2: What are the parameters of the prespecified family of copulas used for the modelling?
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Standard empirical estimator of Kendalls Tau:
$\widehat{\rho}_{\tau i j}=\binom{n}{2}^{-1} \sum_{1 \leq k<I \leq n} \operatorname{sign}\left(\left(X_{k, i}-X_{l, i}\right)\left(X_{k, j}-X_{l, j}\right)\right)$.
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$\hat{F}_{k}$ can be generated by :

- a parametric estimation method;
$\hat{F}_{k}$ is assumed to be a certain parametric distribution and the parameter is estimated by a maximum likelihood (ML) approach
- a non-parametric estimation method;
$\hat{F}_{i}$ is the empirical distribution function $\hat{F}_{i}(x)=\frac{1}{n+1} \sum_{t=1}^{n} I_{\left\{X_{t, i} \leq x\right\}}$, $1 \leq i \leq d$.
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where $g_{\xi, R}$ is the density of a $d$-dimensional standard $t$-distribution with distribution function $t_{\xi, R}^{d}$ and $g_{\xi}$ is the density of a univariate standard $t$-distribution with $\xi$ degrees of freedom.

