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$$
\begin{aligned}
& X_{i} \mid Z \sim \operatorname{Poi}\left(\lambda_{i}(Z)\right), \forall i \Longrightarrow g_{X_{i} \mid Z}(t)=\exp \left\{\lambda_{i}(Z)(t-1)\right\}, \forall i \Longrightarrow \\
& g_{N \mid Z}(t)=\prod_{i=1}^{n} g_{X_{i} \mid Z}(t)=\prod_{i=1}^{n} \exp \left\{\lambda_{i}(Z)(t-1)\right\}=\exp \{\mu(t-1)\}, \\
& \text { with } \mu:=\sum_{i=1}^{n} \lambda_{i}(Z)=\sum_{i=1}^{n}\left(\bar{\lambda}_{i} \sum_{j=1}^{m} a_{i j} Z_{j}\right) .
\end{aligned}
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$$
\begin{aligned}
& \int_{0}^{\infty} \frac{1}{\Gamma\left(\alpha_{j}\right) \beta_{j}^{\alpha_{j}}} \exp \left\{z_{j} \mu_{j}(t-1)\right\} z_{j}^{\alpha_{j}-1} \exp \left\{-z_{j} / \beta_{j}\right\} d z_{j}=\left(\frac{1-\delta_{j}}{1-\delta_{j} t}\right)^{\alpha_{j}} \text { with } \\
& \delta_{j}=\beta_{j} \mu_{j} /\left(1+\beta_{j} \mu_{j}\right) .
\end{aligned}
$$
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The pgf of the conditional overall loss is
$g_{L \mid Z}(t)=g_{L_{1}+L_{2}+\ldots+L_{n} \mid Z}(t)=\prod_{i=1}^{n} g_{L_{i} \mid Z}(t)=$
$\prod_{i=1}^{n} g_{X_{i} \mid Z}\left(t^{v_{i}}\right)=\exp \left\{\sum_{j=1}^{m} z_{j}\left(\sum_{i=1}^{n} \bar{\lambda}_{i} a_{i j}\left(t^{v_{i}}-1\right)\right)\right\}$.
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Assume that $\bar{\lambda}_{i}=\bar{\lambda}=0.15$, for $i=1,2, \ldots, n, \alpha_{j}=\alpha=1, \beta_{j}=\beta=1$, $a_{i, j}=1 / m, i=1,2, \ldots, n, j=1,2, \ldots, m$.
The probability that $k$ creditors will default is given as follows for any $k \in \mathbb{N} \cup\{0\}$ :
$P(N=k)=\frac{1}{k!} g_{N}^{(k)}(0)=\frac{1}{k!} \frac{d^{k} g_{N}}{d t^{k}}$.
For the computation of $P(N=k), k=0,1, \ldots, 100$, we can use the following recursive formula

## The pgf of the loss distribution (contd.)

Example: Consider a credit portfolio with $n=100$ credits, and $m$ risk factors, where $m=1$ or $m=5$.
Assume that $\bar{\lambda}_{i}=\bar{\lambda}=0.15$, for $i=1,2, \ldots, n, \alpha_{j}=\alpha=1, \beta_{j}=\beta=1$, $a_{i, j}=1 / m, i=1,2, \ldots, n, j=1,2, \ldots, m$.
The probability that $k$ creditors will default is given as follows for any $k \in \mathbb{N} \cup\{0\}$ :
$P(N=k)=\frac{1}{k!} g_{N}^{(k)}(0)=\frac{1}{k!} \frac{d^{k} g_{N}}{d t^{k}}$.
For the computation of $P(N=k), k=0,1, \ldots, 100$, we can use the following recursive formula
$g_{N}^{(k)}(0)=\sum_{l=0}^{k-1}\binom{k-1}{l} g_{N}^{(k-1-l)}(0) \sum_{j=1}^{m} l!\alpha_{j} \delta_{j}^{l+1}$, where $k>1$.

