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is with $Z \sim N(0,1), f(z)=(1+\exp \{\mu+\sigma z\})^{-1}, \mu \in \mathbb{R}, \sigma>0$.
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$$
\begin{aligned}
& \int_{0}^{\infty} \frac{1}{\Gamma\left(\alpha_{j}\right) \beta_{j}^{\alpha_{j}}} \exp \left\{z_{j} \mu_{j}(t-1)\right\} z_{j}^{\alpha_{j}-1} \exp \left\{-z_{j} / \beta_{j}\right\} d z_{j}=\left(\frac{1-\delta_{j}}{1-\delta_{j} t}\right)^{\alpha_{j}} \text { with } \\
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\end{aligned}
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Thus we have $g_{N}(t)=\prod_{j=1}^{m}\left(\frac{1-\delta_{j}}{1-\delta_{j} t}\right)^{\alpha_{j}}$.
Step 2 Determine the pgf of the (approximated) loss distribution $L=\sum_{i=1}^{n} X_{i} v_{i} L_{0}$.
The conditional loss due to default of debtor $i$ is $L_{i} \mid Z=v_{i}\left(X_{i} \mid Z\right)$
$L_{i} \mid Z$ are independent for $i=1,2, \ldots, n \Longrightarrow$
$g_{L_{i} \mid Z}(t)=E\left(t^{L_{i}} \mid Z\right)=E\left(t^{v_{i} X_{i}} \mid Z\right)=g_{X_{i} \mid Z}\left(t^{v_{i}}\right)=\exp \left\{\lambda_{i}(Z)\left(t^{v_{i}}-1\right)\right\}$.
The pgf od the conditional overall loss is
$g_{L \mid Z}(t)=g_{L_{1}+L_{2}+\ldots+L_{n} \mid Z}(t)=\prod_{i=1}^{n} g_{L_{i} \mid Z}(t)=$
$\prod_{i=1}^{n} g_{X_{i} \mid Z}\left(t^{v_{i}}\right)=\exp \left\{\sum_{j=1}^{m} z_{j}\left(\sum_{i=1}^{n} \bar{\lambda}_{i} a_{i j}\left(t^{v_{i}}-1\right)\right)\right\}$.
Analogous computations as in the case of $g_{N}(t)$ yield:

$$
g_{L}(t)=\prod_{j=1}^{m}\left(\frac{1-\delta_{j}}{1-\delta_{j} \Lambda_{j}(t)}\right)^{\alpha_{j}} \text { wobei } \Lambda_{j}(t)=\frac{1}{\mu_{j}} \sum_{i=1}^{n} \bar{\lambda}_{i} a_{i j} t^{v_{i}} .
$$
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Example: Consider a credit portfolio with $n=100$ credits, and $m$ risk factors, where $m=1$ or $m=5$.
Assume that $\bar{\lambda}_{i}=\bar{\lambda}=0.15$, for $i=1,2, \ldots, n, \alpha_{j}=\alpha=1, \beta_{j}=\beta=1$, $a_{i, j}=1 / m, i=1,2, \ldots, n, j=1,2, \ldots, m$.
The probability that $k$ creditors will default is given as follows for any $k \in \mathbb{N} \cup\{0\}$ :
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where $L_{i}$ is the value of the loss in the $i$-th simulation run.
$\widehat{C V a R}_{\alpha}^{(M C)}(L)$ is unstable, i.e. it has a very high variance unless the number of simulation runs is very high.
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Let $X$ be a r.v. in a probability space $(\Omega, \mathcal{F}, P)$ with absolutely continuous distribution function and density function $f$.
Goal: Determine $\theta=E(h(X))=\int_{-\infty}^{\infty} h(x) f(x) d x$ for some given function $h$.
Examples:
Set $h(x)=I_{A}(x)$ to compute the probability of an event $A$.
Set $h(x)=x \mathbb{I}_{\{x>c\}}(x)$ with $c=\operatorname{VaR}(X)$ to compute $C \operatorname{VaR}(X)$.
Algorithm: Monte Carlo integration
(1) Simulate $X_{1}, X_{2}, \ldots, X_{n}$ independently with density $f$.
(2) Compute the standard MC estimator $\hat{\theta}_{n}^{(M C)}=\frac{1}{n} \sum_{i=1}^{n} h\left(X_{i}\right)$.

The strong low of large numbers implies $\lim _{n \rightarrow \infty} \hat{\theta}_{n}^{(M C)}=\theta$ almost surely.
In case of rare events, e.g. $h(x)=I_{A}(x)$ with $\mathbb{P}(A) \ll 1$, the convergence is very slow.

Importance sampling (contd.)

## Importance sampling (contd.)

Let $g$ be a probability density function, such that $f(x)>0 \Rightarrow g(x)>0$.
We define the likelihood ratio as: $r(x):=\left\{\begin{array}{cl}\frac{f(x)}{g(x)} & g(x)>0 \\ 0 & g(x)=0\end{array}\right.$

## Importance sampling (contd.)

Let $g$ be a probability density function, such that $f(x)>0 \Rightarrow g(x)>0$.
We define the likelihood ratio as: $r(x):=\left\{\begin{array}{cl}\frac{f(x)}{g(x)} & g(x)>0 \\ 0 & g(x)=0\end{array}\right.$
The following equality holds:

$$
\theta=\int_{-\infty}^{\infty} h(x) r(x) g(x) d x=E_{g}(h(x) r(x))
$$

Algorithm: Importance sampling
(1) Simulate $X_{1}, X_{2}, \ldots, X_{n}$ independently with density $g$.
(2) Compute the IS-estimator $\hat{\theta}_{n}^{(I S)}=\frac{1}{n} \sum_{i=1}^{n} h\left(X_{i}\right) r\left(X_{i}\right)$.
$g$ is called importance sampling density (IS density).

## Importance sampling (contd.)

Let $g$ be a probability density function, such that $f(x)>0 \Rightarrow g(x)>0$.
We define the likelihood ratio as: $r(x):=\left\{\begin{array}{cl}\frac{f(x)}{g(x)} & g(x)>0 \\ 0 & g(x)=0\end{array}\right.$
The following equality holds:

$$
\theta=\int_{-\infty}^{\infty} h(x) r(x) g(x) d x=E_{g}(h(x) r(x))
$$

Algorithm: Importance sampling
(1) Simulate $X_{1}, X_{2}, \ldots, X_{n}$ independently with density $g$.
(2) Compute the IS-estimator $\hat{\theta}_{n}^{(I S)}=\frac{1}{n} \sum_{i=1}^{n} h\left(X_{i}\right) r\left(X_{i}\right)$.
$g$ is called importance sampling density (IS density).
Goal: choose an IS density $g$ such that the variance of the IS estimator is much smaller than the variance of the standard MC-estimator.

$$
\begin{gathered}
\operatorname{var}\left(\hat{\theta}_{n}^{(I S)}\right)=\frac{1}{n}\left(E_{g}\left(h^{2}(X) r^{2}(X)\right)-\theta^{2}\right) \\
\quad \operatorname{var}\left(\hat{\theta}_{n}^{(M C)}\right)=\frac{1}{n}\left(E_{f}\left(h^{2}(X)\right)-\theta^{2}\right)
\end{gathered}
$$
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Let $h(x)=\mathbb{I}_{\{X \geq c\}}(x)$ where $c \gg E(X)$ (rare event).
We have $E\left(h^{2}(X)\right)=P(X \geq c)$ and
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\begin{aligned}
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Goal: choose $g$ such that $E_{g}\left(h^{2}(X) r^{2}(X)\right)$ becomes small, i.e. such that $r(x)$ is small for $x \geq c$. Aquivalently, the event $X \geq c$ should be more probable under density $g$ than under density $f$.
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We have $\theta:=E^{P}(h(X))=E^{Q}(h(X) r(X))$ with $r(x):=d P / d Q$, thus $r$ is the density of $P$ w.r.t. $Q$.

## Exponential tilting in the case of probability measures:

Let $X$ be a r.v. in $(\Omega, \mathcal{F}, P)$ such that $M_{X}(t)=E^{P}(\exp \{t X\})<\infty, \forall t$.
Define a probability measure $Q_{t}$ in $(\Omega, \mathcal{F})$, such that

$$
d Q_{t} / d P=\exp (t X) / M_{X}(t) \text {, i.e. } Q_{t}(A):=E^{P}\left(\frac{\exp \{t X\}}{M_{x}(t)} ; A\right) .
$$

## IS in the case of probability measures

(useful for the estimation of the credit portfolio risk)
Let $f$ and $g$ be probability densities. Define probability measures $P$ and $Q$ :
$P(A):=\int_{x \in A} f(x) d x$ and $Q(A):=\int_{x \in A} g(x) d x$ for $A \subset \mathbb{R}$.
Goal: Estimate the expected value $\theta:=E^{P}(h(X))$ of a given function $h: \mathcal{F} \rightarrow \mathbb{R}$ in the probability space $(\Omega, \mathcal{F}, P)$.
We have $\theta:=E^{P}(h(X))=E^{Q}(h(X) r(X))$ with $r(x):=d P / d Q$, thus $r$ is the density of $P$ w.r.t. $Q$.

## Exponential tilting in the case of probability measures:

Let $X$ be a r.v. in $(\Omega, \mathcal{F}, P)$ such that $M_{X}(t)=E^{P}(\exp \{t X\})<\infty, \forall t$.
Define a probability measure $Q_{t}$ in $(\Omega, \mathcal{F})$, such that $d Q_{t} / d P=\exp (t X) / M_{X}(t)$, i.e. $Q_{t}(A):=E^{P}\left(\frac{\exp \{t X\}}{M_{X}(t)} ; A\right)$.
We have $\frac{d P}{d Q_{t}}=M_{X}(t) \exp (-t X)=: r_{t}(X)$.

## IS in the case of probability measures

(useful for the estimation of the credit portfolio risk)
Let $f$ and $g$ be probability densities. Define probability measures $P$ and $Q$ :
$P(A):=\int_{x \in A} f(x) d x$ and $Q(A):=\int_{x \in A} g(x) d x$ for $A \subset \mathbb{R}$.
Goal: Estimate the expected value $\theta:=E^{P}(h(X))$ of a given function $h: \mathcal{F} \rightarrow \mathbb{R}$ in the probability space $(\Omega, \mathcal{F}, P)$.
We have $\theta:=E^{P}(h(X))=E^{Q}(h(X) r(X))$ with $r(x):=d P / d Q$, thus $r$ is the density of $P$ w.r.t. $Q$.

## Exponential tilting in the case of probability measures:

Let $X$ be a r.v. in $(\Omega, \mathcal{F}, P)$ such that $M_{X}(t)=E^{P}(\exp \{t X\})<\infty, \forall t$.
Define a probability measure $Q_{t}$ in $(\Omega, \mathcal{F})$, such that
$d Q_{t} / d P=\exp (t X) / M_{X}(t)$, i.e. $Q_{t}(A):=E^{P}\left(\frac{\exp \{t X\}}{M_{X}(t)} ; A\right)$.
We have $\frac{d P}{d Q_{t}}=M_{X}(t) \exp (-t X)=: r_{t}(X)$.
The IS algorithm does not change: Simulate independent realisations of $X_{i}$ in $\left(\Omega, \mathcal{F}, Q_{t}\right)$ and set $\hat{\theta}_{n}^{(I S)}=(1 / n) \sum_{i=1}^{n} X_{i} r_{t}\left(X_{i}\right)$.

